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The network is the largest core resource for Carriers, and it is also the main factor in realizing China
Telecom'’s strategic transformation. As the soul of the network, a network’s architecture determines the
competitiveness and development potential of the network. Thus, the fundamental and strategic innovation
of China Telecom is reconstruction of network architecture.
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China Telecom is building a software-intensive, cloud-based, and open CTNet2025 target network
architecture with concise, agile, open, and intensive features, for a new generation of information
infrastructure that proactively, quickly and flexibly adapts to Internet applications.
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China Telecom takes SDN/NFV as its technological starting point, along with network element cloud
deployment, software defined network intelligent control, next-gen operation system deployment, and
network DC transformation as the network entry point, thus boosting the network’s vertical decoupling and
horizontal connectivity.
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China Telecom offers on demand network services for government and business customers and UHD
video streaming for public customers, serving as a business entry point and providing network visualization,
on-demand resource selection, and self-service user interfaces.
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Through CTNet2025, China Telecom aims to introduce open source software, optimize operational
capacity, and innovate research and development cooperation to involve a wider range of partners and a
more open and robust industrial ecosystem.
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Driving forces for restructuring network architecture

1.1 M2 2R B 18 5 2 X / Value and significance of network architecture
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In 2013, the State Council issued the "Broadband China" strategy implementation plan, and for the
first time, broadband became national strategic public infrastructure. The State Council then proposed
“architecture optimization, capacity increment, intelligent arrangement and management, efficiency and
reliability” development concept. Of the concept to “Implement the strategy of cyber power” was proposed
in the 18th Communist Party of China’s fifth plenary session, and was subsequently incorporated into the
“Thirteenth Five-Year Plan” strategic system. The “Thirteenth Five-Year Plan” planning compendium proposed
to “Accelerate the process to develop a new information infrastructure generation incorporating high-speed,
mobility, security, and ubiquity”’, and expressed the need for an “Overall restructuring of the future network
architecture, technical system and security system.” On April 19th, 2016, President Xi Jinping emphasized
“Network and information to be the country’s foundation” during the Network Security and Informatization
Work Conference, and clarified the need to further accelerate the development of the next generation of
information infrastructure.
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As the builder and operator of information infrastructure, China Telecom is duty bound to build a
new generation of information infrastructure. During the 13th Five Year Plan period, China Telecom made
clear its corporate strategy of “being a leading comprehensive intelligent information service operator,
building a strong network and serving the people’s livelihood”; it proposed to build a “one horizontal and
four vertical” ecosystem of intelligent connectivity, intelligent family, Internet finance, new ICT application
and Internet of Things (loT), which is user-centered and provides high-speed, ubiquitous, flexible and
intelligent network Service. As the top priority of enterprises, network is the key to support business
development by creating an ecosystem, with network architecture being the soul of the network, which
determines the competitiveness and development potential of the network.
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Network architecture is a set of high-level abstract design principles and evolutionary goals.
Fundamentally, it is a technical direction and a framework for the design, development, and management
of communications networks, including without limitation to the hierarchical domain segmentation and
network evolution, key interface types and network protocols, naming and addressing, management and
security boundary determination. Network architecture design is a network’s top-level design, which can be
used as a guide for the network’s specific technical conception and engineering design. The role of network
architecture design is to ensure the consistency and applicability of the subsequent technical design,
and to meet the network’s functional requirements in terms of network architecture. Therefore, network
architecture is more universal and stable than specific technology design, and, as a technology, has a longer
life cycle and can serve several generations of different technology design.

1.2 WIZESER 13 &= / The evolution of network architecture
1.2.1 B 4% % I DU AN B / The four stages of telecommunications network development
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Network architecture evolution, from the perspective of the entire telecommunication network
history can be divided into four major stages: analog communication, digital communication, internet
communication, and software-defined networking.
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Ever since the early days of telecommunications networking in the 1970s, telecommunications
networks were essentially analog communications. The main technical feature at this stage was the
dedicated, analog circuit-based communication system. The representative technologies at the time
included carrier communication systems (including open line carriers, cable carriers, and analog microwave
communications) and analog cellular mobile communications.
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The world began to enter the age of digital communication in the 1980s. The defining technical
characteristic at this stage of telecommunications development was the digitization of voice and data
based on PCM, TDM and packet communications. The representative technologies at the time were PDH
transmission, SDH transmission, X.25 packet communication, ATM communication, programmed digital
exchange, and digital cellular mobile communications.
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The world gradually entered the era of Internet communication in the 1990s. The main defining
technical characteristic at this stage was full IP, and the most typical expression of such was IP over
Everything and Everything over IP. IP became the base technology for internet communications and was
the industry consensus, with the representative technology being TCP/IP and the representative businesses
being the world wide web, E-mail, online search, and instant messaging.
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The global communications industry is currently entering the fourth stage, in which networks are
defined by software. The main technical characteristic at this stage is the transformation of traditional
network architecture, specifically from a vertical closed architecture to a horizontal open architecture,
embodied in several aspects such as network control and forwarding, hardware and software decoupling,
the virtualization of network elements, cloudification. The representative technologies right now are
SDN, NFV and cloud computing. The advent of this stage provides a powerful tool for the deepening
transformation of telecommunication networks, which not only brings about historic development
opportunities, but also unprecedented challenges.

1.2.2 ITZEM) K B2 5 /1T architecture development experience
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Moore's law points to high performance and low cost. The telecoms industry values the former, with
the representative threshold being carrier-grade quality, while the IT industry focuses on the latter, utilizing
common industry standard IT equipment to reduce costs while maintaining performance and reliability. The
main difference between the two industries is that the IT industry has reduced costs by nearly four orders
of magnitude (decreased approximately 58% over the past 20 years), whereas the telecommunications
industry has reduced costs for telecommunications equipment, represented by transmission and mobility,
by only three orders of magnitude (decreased approximately 30%) - a 10-fold difference.

ITVAE 2L T0EARAT & 35 PR AR IR, (H A 198OFEAR TR Ui 41 Rt df P 1) 2 B4R A4) CA/ZNER AL
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The IT industry was treated as a resource and a source of information in the 1970s, however, it began
breaking the closed vertical architecture (X86 transformation from minicomputer) to an open horizontal
architecture in the 1980s. The basic idea behind this was decoupling software and hardware (separating OSs
from devices), the two parts that clearly share workloads, and developing them separately, thus promoting
the idea of industry value chain and technological business innovation.
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Subsequently, telecommunications network equipment maintained its specialized nature and high
cost as a result of the pursuit of performance, and the equipment still integrated hardware and software in
vertical structures. The entire ecosystem was relatively closed (with vendors controlling hardware, system
software, and business software development) and industry value chain development was slow (owing to
a limited number of telecommunications equipment manufacturers). Telecoms equipment was not only
complex, expensive, and difficult to upgrade, but also face challenges in terms of equipment compatibility
and interoperability between different manufacturers, which directly led to the expensive development
and maintenance, poor openness, and insufficient flexibility of telecommunications networks, along with
limiting network and business operator innovation.

bEsE SDN/NFV ()51 N, FAE W28 508 I A BT A, BRI BRI SE LS, AR ARG
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With the introduction of SDN/NFV, the closed nature of telecommunications network equipment

will hopefully be opened up. Hardware and software will be decoupled, ecosystems will be opened, and the
industry value chain will be healthily developed. This would not only contribute to reduce carriers” CAPEX
and OPEX of carriers, but would also be conducive to achieving network openness, optimizing network
resilience, and improving innovation in new networks and services.

1.3 I MK LB AN 2 /Current network architecture shortfalls
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Generally speaking, the current network architecture is a complex, closed system made up of two
large, functional layers, namely "conveyor loading" and "operational control”, along with several sublayers
interconnected by a large number of both private/internal interfaces, with the IT support system serving as
the auxiliary system to ensure the network’s normal operation as shown in the figure below.
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1: B M%5HK) (BhEeE) /Figure 1: Existing network architecture (functional diagram)
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This framework consists of the following three main characteristics:
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(1)Independently operating businesses. There are many vertical closed systems in the business
control layer and its corresponding conveyor loading layer, including many dedicated network element
devices, as well as a range of network functions tightly bound to the hardware and corresponding control
units.
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(2)Self-contained networks. With dedicated networks or network platforms developed for a single
functional requirement, self-contained networks are networks where resources are not divided among
different units and involve many different private interfaces and protocols.

FTIZZEN, G E mAE BB TP IR EORBGT [FII AR T I o AR A Y P 5
Although telecom carriers have progressed significantly over the past decades, they also face
fundamental difficulties based on this architecture:

(1) PYZg e 2% e KR S — DI RE I I BER A B, 1S R R ., R = RIG 1.
(1)Network rigidity: Networks are made up to a large number of dedicated, single-function devices,
which makes them complex and rigid.
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(2)Network element closure: Network elements adopt a vertical hardware and software integration
architecture. Devices have poor functional scalability, are expensive and are easily locked by manufacturers.
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(3)Business isolation: Providing new services and functions requires the development of new
equipment and protocols, which leads to an explosion in the quantity of equipment and network types, thus
forming a cluster of isolations which makes it difficult for business integration, new business development,
and to meet fast and flexible business deployment demands.

DiBEER: FERE] K. REEMERHNETHES / /4, 0. @RSy, 28
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(4)Complex operation: The sheer amount of different manufacturers and different types of dedicated
devices/systems makes it difficult to plan, develop, operate, and maintain telecommunications network,
which, in turn, results in high operating costs.
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The elevation of "Internet Plus" to national strategy level further promotes the combination of mobile
Internet, cloud computing, big data, and the Internet of Things with modern manufacturing and service
industries. Such a combination will result in higher capacity requirements on information infrastructures.
It's imperative to upgrade the telecommunication network as the foundation if we are to adapt to “Internet
Plus” developments. Particularly, network architecture, regarded as the network’s soul, must be redefined
and redesigned to build a new ubiquitous, agile, and on-demand intelligent network, further consolidating
the foundation of network development, creating a more secure network environment and improving the
overall level of public services.

Iy, SZERAEmIE OTT MIRPERAIIMERSE T, b A F IR IR E W5 QU . K=
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Meanwhile, while carriers are facing the severe external challenges of OTT, organization interiors also have
to face the difficulties in business innovation, sluggish growth, and the passive condition of continuous price
growth. Therefore, network architecture reconstruction is necessary to enhance network vitality, decrease
operating costs, improve network openness and business innovation, and improve carriers’ competitiveness.
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Network architecture reconstruction requires two fundamental changes. First, the fundamental
transformation of "the adaptation of passive internet networks to active ones, and the quick and flexible
adoption of Internet applications” must be realized. Second, network resource deployment must break the
restriction of administrative systems and traditional network considerations, such as shifting from traditional
networks guided by administrative devision stratification to the new network patterns focuses on DC.
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Traditionally, telecom carriers generally adopted the bottom-up method to organize and operate
their networks. The basic network construction and operation in each province or city is relatively
independent and there is a general phenomenon of “Hierarchical network development”, "Network
segment construction," and "Network segmentation operation," which has led to a largely inefficient use of
network resources, and a poor business end-to-end experience.
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As the internet developed, especially in terms of users' demand for consistent internet application
experiences, new network operation model requirements have been proposed. In the future, networks
must have three intensive operation characteristics: "Unified and intensive planning", "Unified and intensive
construction," and "Unified and intensive management and control",

2.2 EIEMN “HE” AR “E” /"Hard” to “Soft” network pipeline
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Traditional network pipelines are rigid and solid, with high expansion costs and long expansion
cycles. Therefore, they cannot adapt to the flexible demands of the, mobile Internet, cloud computing, and
the Internet of Things. Future networks should be able to scale dynamically on demand.
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Traditional network carriers pay closer attention to underlying network transmission capacities,

though pay no particular attention to opening and carrying network capacity over to the upper applications
and services. This has led to a lack of standardized capabilities and open interfaces, meaning that businesses
find it difficult to flexibly invoke network capabilities. To some extent, this has also led to the fact that many
Internet services/applications are independent of network hosting capabilities. They have been optimized
and designed with specific application layer protocols in mind, including error correction, traffic balance,
and application acceleration.

10
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Therefore, for a better adaption of the Internet application, future network architecture must require
the network capability interface to be opened and standardized. By using software to define network
technology, such software should be able to schedule and customize business-oriented network resources
and capabilities. Moreover, it is necessary to provide network programmable capabilities to further
accelerate network capability platformization and truly realize the deep opening of network services.

2.3 MM =IRERIE/ Web and cloud deep integration
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Throughout the internet’s development, providing business based on cloud computing has become
the modern-day trend. However, there is currently no flexible interactions between the cloud and the
web. Computer resources, storage resources, and network resources are typically configured statically and
independently of each other. Particularly across WAN, related resources are often not uniformly available
on demand. Meanwhile, existing carrier networks, network stratification and multi-zone deployment are
generally based on traditional telecom business characteristics (e.g., voice), and organized based on their
administrative areas and geographic locations. The core origin and endpoint data center (IDC) of the internet
data and traffic only exist as network edge access nodes in the architecture, unable to adapt to dynamic
changes in network traffic flow direction.

ARMZE A, M5 TTAIR R AT LA T S A BOR SEIUAI R, AT PR X 28 55 30 28 i A, 4871 1
R AR BT AL T DC SRrpilisg, RSt 5. fAmss B gU L BRI A, R 2% B
AT DABE = B ) SR M2 R RS0, SCRAESL. AR S BRI S — A 0 IO B, dEid SDN
AUNFV B A, BRI 5 MR E . testh, 52 EIR b 55 B AT R 3 2 el 3 o
CYFITURIE s A Ja B30 A a0 N A X 8% A% O, IO 265 240 P 18 T AR 2 ) A Jeg 0 I AR o0 A% O

In the future, business, IT and network can be deployed based on cloud technology, thus reducing
the cost of network business deployment and improving efficiency. Cloud network resource pools can
be based on centralized DC deployment, while providing computing, storage and other levels of virtual
resources. The network resources can also follow the cloud resource pool requirements as necessary,
thus supporting the unity of the computation, storage and network resources dynamic allocation and
scheduling. Furthermore, through cross-domain SDN and NFV collaboration truly put in-depth cloud and
web collaboration into effect. In addition, considering that the traffic layout of Internet business is mainly
determined by the data center, the data center should become the core of the network in the future.
Moreover, the design and layout of the network architecture should also adapt the data center as the core.
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2.4 FEIRIZEH K —1k / Operation and development integration

EIATHIM R IZ ERTS, | HAEE w2 i%ﬁﬂEF/%FZ@ﬁﬁiﬂﬁ%%%ﬁﬁ
B ML, — 75— U7 IV MR =07 RGN ERE SR ERE 7y, Bl LT T “FRKRT S
%%,WﬁH%IKW%ﬁﬁmhwmlhiuﬂﬂ%ﬁﬁ%ﬁhﬂ%% , ARG B 2 A S
FHBLETRIE 1 I ES e JTIRIR FEANT ™ BE o AH R AE ELIRIMb 55 F0 R PRod R R (IGO0 T, WX 2% 5501 5% 2 [A] b
INETEIEETT K — R G R, WEFEMBIT R 6. IR Rt 459752 S B3)
B, A BESEBLsRE R Bl N 28 k55 -

Under the current network operation model, the simple "sales" model is basically adopted
between manufacturers and carriers, as well as between carriers and customers/users. One party sells
the basic resources or capabilities to the other party, themselves purchasing from a third party, in which
the "supply" determines the "demand." Additionally, the existing network mainly relies on the one-way
process of engineering construction and network maintenance to provide network services. The tightly
coupled network software, hardware, and dedicated devices determine the depth and breadth of network
capabilities. However, with the rapid development of Internet business and applications, a new relationship
of operation integration and development must be established between network and business. It is
necessary to form a multi-node, closed-loop interaction mechanism incorporating development, sales,
service, feedback and maintenance to realize elastic and flexible network services.

NI, RRMEZER P FESRRZ T/ HP XM I e, M2 a8 )1 B & a0 R IR
ﬁ,i%ﬁﬁ%ﬁﬂ%&%mﬁ@#%% A IT WE&SINEZMTE, SRR 2 ) 58 R
Al g %ﬁ%%m%ﬁm% PR T B Iz S S B NS A I SRR K, T IETR
Aﬁﬂ% sET. BERMBHERZERANSECHFEN, SI ARG IELRE,  SLBH ARL A 1
PRIH I Y

Therefore, future network architecture must support the customer/user’s network services
customization and the network must be capable of interative development. By decoupling network device
hardware and software and introducing standardized IT equipment, supplier relationships will change
from pure sales to a more integrated innovation, with each member in the industry value chain required to
participate more in the cooperative research and development of network software to truly dive deep into
network operation. Carriers will also need to explore deeper collaborative innovation models, bringing in
industry partners to achieve a quicker response to users and applications.
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3. HrMZ&4EH)/Target network architecture

3.1 HrMZUFIE/ Target network features

N T E N BT AR RIS, HIFAE AR, IEE RIS EE MY TER, N
IMAEARAS b i 2% BORFAIE, SR AR BE T, B3 M 28 IR 55

To adapt to the political and economic environment of Internet new era, and for improved survival
and development, carriers must reconstruct existing network architectures to fundamentally transform the
network characteristics, improve the network capabilities, and improve network services.

o ] LA ) e DX 28 2L 2 G0 R BRFALL -

China Telecom'’s target network must have the following new characteristics:

(1) faivd: WESIER . PSR, SRR BEMEE DN EED, PGS E A gEd i) & 2 4 A0
Ao

(1) Simplicity: the network level, type, kind, size should be minimized to reduce the complexity and
operation and maintenance costs.

(2) BhitE: LR IR AERE 0, DR E A BV R PTA  BE /0, (8T 28 AL 55 B TR F 3
AR o

(2)Agility: networks must provide software programming capabilities, flexible and scalable resources,
and facilitate the rapid network and business deployment and support.

(3) P MILRBE IR« ESERITTRE ), T8l B I R S T s
(3) Openness: the networks may form rich and convenient openness and take the initiative to adapt
to the needs of Internet applications.

(4) £62). MBRIEN A S— R, HEN G BImIZE, SUESH. G T msA. KR
PR o

(4) Intensive: network resources should be able to plan, deploy and operate end-to-end in a unified
way, thus changing the current high cost and low efficiency conditions under the decentralized and sub-
domain circumstances.

PEREE LR RFER LB, P E R ER Doy Rt AT L “BER” . “EIRST KM
e, IR

With the realization of the above features, China Telecom will further provide customers with
"visual', "optional" and "self-service" network capabilities to improve user experiences.

(1) W T T, SRAESE T A R 25 BT 5 AL 1
(1) Network visualization: Customer-oriented. Provides an application-based view of network
resources.

(2) FPibtEE: TES, ML BB 2% 52
(2)Resources on demand: Business-oriented. Provides on-demand, automated deployment of
network resources.
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BYHFPEMRS: HRRS, FRAEE T2 2R | B
(3) User self-service: Service oriented. Provides self-service management based on customer
networks.

3.2 HERMZEEH) / Architecture of target network

NP ER A AR, 120255 1 o [ HLAE H AR B NI REE R 70, R« SR B2
v WD AN ORI ERR T = AR T K
In order to achieve the above goals, China Telecom's 2025 target network architecture will be divided

into three layers, namely the "infrastructure layer", "network function layer" and "collaborative arrangement
layer".
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2: HIsMZ$22H) (ThgeE) /Figure 2: Target network architecture (function diagram)

(1) Al i RS R IR BRI R, BFE S — B RSB . AT R B B s A0
LM e RERECE YR, DS A AIFR A Dy T2 2 H AR SR LR R R B B . b, BRIV Ui 32 2
FT R EMEAMCEAR LI, MK DR E TR o E TG UNEM K Pl a7 5, s R
FERML I FHAE A B IR AR SR E BRI T I ) EMS AT/ B NMS #EATRE, iy Bl Y50 AT DL
GG )Z 077 e ) 25w [A) 2S5 EAT A B

(1) Infrastructure layer: Composed of virtual and hardware resources, including unified cloud-based
virtual resource pools, materialized physical resources, and dedicated high-performance hardware resources,
while providing an infrastructure hosting platform with the main goal of generalization and standardization.
Thereinto, the virtual resource pool is primarily based on cloud computing and virtualization technology
implementation, managed by the cloud management platform, VNFM and the network function layer
controller. While dedicated hardware resources that are difficult to be virtualized still mainly rely on and are
managed by the existing EMS and/or NMS, some physical resources can also be managed by the controller
or collaborator through the introduction of the abstraction layer.
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(2) M DIRES: T AL Mg DhRE, Z5axEMslE. VB RESKERRS / PG, &
DI REF M TSR 70 1, 8 T RIS AMER MR . o, S8 6 EEA TN ML
RSO R BRI B E], HFH R T AR IR A — B s, UNFME B A Tx JE TNFVSR 3]

1) READLI 2% T RE R A BEAN R, 45l 38 E 22 DT EE T SDN S A At () B Fh s 4 o 9 T PR 0
FS, AR DI PMER, AN B R GRS B AN A s T, XL RS S
() EMS/NMS [R)ANEE S EL#EHEAT TLAE, AT X 25 Bp [RI AL 55 2 HE A EAT BOE AT MR, 56 Bl 21 i )
[P 265 R 55 HA) 3L

(2) Network function layer: Software oriented network function is combined with the management
system/platform of virtual resources, and physical resources, achieving the separation of logical functions
and network element entities so as to facilitate the intensive control and scheduling of resources. Thereinto,
the cloud management platform is mainly responsible for the management and collaboration of virtualized
infrastructure, especially the unified management and control of computing, storage and network resources.
VNFM is primarily responsible for the management and scheduling of virtual network functions based on
NFV, and the controller is mainly responsible for the centralized control of infrastructure based on SDN. In
order to facilitate the rapid deployment and implementation, simplify interface and protocol requirements,
and to avoid communication difficulties caused by different information models, and to avoid different
control systems, it is not recommended to develop direct communication between these systems and
existing EMS/NMS, however, communication and coordination can be facilitated and coordinated through
network collaboration and business synergy to achieve end-to-end network and business management.

(3) WAl e = SR 28 D Re B [F AN RV 55 g b, 456 IT RGANLSF & 1 14k hn
S A b o O A8 L AN w2 | 47 U A S 3 v P = M S 5 28 N R 7 £ e o o o M e 5
TSR X LRAE 5 B S BE B E T, ) R X IR T RE R o AN [R) S B R G AN e HEAT I R, AT AR
TIE P48 2 T s B T30 s TT RGEANYS5F- 6 1 3 S F R X 28 B kAT BE A FIOT T80 3 3%,
Tk S5 RN FH RS AL T

(3) Synergy orchestration layer: Provide collaborative network functions and business-oriented
synergy. Combine IT system and business platform capabilities to speed up the opening of network
capabilities. Quickly respond to the changes of business and application needs. Thereinto, network
collaboration and business synergy are primarily responsible for the network language translation of
business requirements, and the encapsulation and adaptation of business capabilities, coordinating
different management systems and network elements in network function layers to ensure end-to-end
functionality throughout the network level. The primary role of IT system and business platforms is to
encapsulate network resources capability and openness, thus facilitating the standardization of invoking
businesses and applications.

15



© 13

FEEB{E CTNet2025 MEREIBEHREH

P R R BB A £ BT

The new changes brought by network architecture mainly include:

(1) W RIFRAEACFN T — 4. H AR 2 B0 b B BRI, B /D B0 AR & PR 1 1 2% Bl R
gihh, B RERMAPRHEAE) . W ERB A3, SRR &, a8 amMmBERARN TIE
ARG SE LS R L B S Y S B i B YR AR AN G B

(1)Device standardization and normalization: Infrastructures in target network architecture,
except for a few devices or systems that require the use of dedicated hardware, the majority will adopt
standardized and cloud deployed hardware devices to unify basic resource platforms. Furthermore, it will
combine the technique of abstraction layer to realize the cross-network, cross-domain, and cross-industry
end-to-end resource control and unified device management for without cloud deployment.

(2) DhRe W RE DAL AR AL . H AR SR 28R TR B 28 D, g R BRI i 2 5 R A A
{6 ST 265 B8 0 R IR 55 4 T IR/ 4 25 . RIS, X4 B2 U5 IR 55 L A6 T gmA e 0, S 3R R
RIE L5 55 B R

(2) Function virtualization and softwarization: Network functions in the target network architecture
will be largely decoupled from hardware through software, so as to facilitate the implementation of on-
demand loading and the expansion/contraction of network capabilities and services. Moreover, network
resources and services will have the programmable ability to achieve the flexible deployment of resources
and the agile provision of businesses.

) ITHE S HD AT Sk HFRMZ S8R, X1 IT RGEAFHAE N T P& IS 3RS, 5
LXK ITITIERONRE T &, SRS SMFIRHIARSS: RIS, ITHARAME H T4 Hk 557 6 A
ARG, K52 HARTIAE 25 Tl e 2 AR At B0t 2= 1) 2 U5 THT

(3) Business and platformization of IT capabilities: In the target network architecture, the IT system is
no longer positioned as the only support service only in the network, but considered more as a capability
platform providing open services. Meanwhile, IT technology is not only applied to the traditional business
platform and software system, but also reflected more and more in the overall network function layer and
infrastructure layer.

SR AR R, AEZ M Eg B8R, DT IRILAT I 28 A7 AE B R RAA A A 1/ L)
HMER, TR PARAH SR D R G2 M SRR T APT #511, JF gl Na@FIALHI M, RS
FHIEHIEOARTT 58, S8 1 B RRR BE BT T80 AR, R EAN T HY REL -

In order to overcome the problem of a large number of private and closed interfaces/protocols in
existing networks, particularly in this network architecture, open APIs must be used to the maximum extent
between layers and related functional systems, and generalized protocols must be introduced, prioritizing
the use of open source technology solutions, and thus realizing a greater degree of network openness.
Generally speaking, the following ideas should be adopted:
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(1) FEPI 48 D BE 2 b WA 2% B [RI AL 25 G FHE 4% B0 A A9 5T, AR A Restful #pMC AT XML J5 3
%, SRARIRIEE T EABOR SEILRMERE , 5 RO PR AHIC 2Mh 55458 (R R eI AL, SIS
FERE APP ALSCRF, AR N RIS 1E T .

(1)In terms of the network function layer and the northbound interface of network collaboration and
business synergy, Restful and XML can be used, introducing descriptive language to simplify the difficulty of
technical implementation, thus focusing on accelerating the standardization and modularization of relevant
network business models, realizing APP support for the upper application, and satisfying the unified
adaption of the lower functions.

(2) FEPI 48 D BE 2 b WA 25 Blp [RI AV 55 9 FHF 4% B0 g [0 4% 1 5 T, 35S g1 N @ PE . — Skl 1%
CIH, 40 Openflows NetConf/YANG &%, BF Aot s i 22 Jete, i A0 i 2 150 2% 1 8 B B 22
Ko

(2) In terms of the network function layer and the southbound network collaboration and business
synergy interface, through the introduction of interoperability and consistency of interface protocols, such
as Openflow, and NetConf/YANG to mask the difference of basic resources and to simplify the management
and configuration requirements of underlying devices.

Q)X TE6. BRGNP EFDLS mARER “Hd” e Rmg, nRHE X
PRS2 i) 7 AR A A W R AL [ # S ARV ) FLE A SR B2 0] T JE Ak vt o R AU B U )
HAE, MNMizRERMREL . THETTS, WK OpenStack Xf AL BHIHHEATE R, KM IR
Hypervisor XG4T & -

(3) For cross-platform and cross-system scenarios, the new and old system may be “facilitated”
through network collaboration and business synergy. By defining the protocol bus, the existing
northbound and southbound interfaces are compatible, and the complexity of eastbound and westbound
communication can be reduced. For the management and coordination of virtual resources in infrastructure,
standardized and open source solutions must be adopted to the greatest extent, such as by utilizing
OpenStack for cloud resources management and open source Hypervisor for virtual resources adaptation.

FERT R B S AR h, RERUSEIT R — AR, B ERBPIRENARGITR, MM
ARDFV ST R B2, 3817 4P LA B =R E TR AR . AR, SEI
Pzgits] w . B, IR E S R, RN SET R M ThEE R, Sk AR E Moo ae S M
LRIEHIRE T o

Business and platformization of IT capabilities: In the target network architecture, the IT system is
no longer positioned as the only support service only in the network, but considered more as a capability
platform providing open services. Meanwhile, IT technology is not only applied to the traditional business
platform and software system, but also reflected more and more in the overall network function layer and
infrastructure layer.

FEFT — AR g 28R, KT BE D BEAT IR A e, TR R 48 e Tt [ 38 =05 S R B iR 4%
THEE ST, JFEE S L& 5 R A A, IR R AR — g ] 8 R e AR S %

In the new generation of network architecture, the network capacity will be atomized wrapped,
forming a network capacity pool to provide rich open network capabilities to third parties through full
cooperation with all parties in the industry, therefore promoting the sustainable development ecosystem of
the new generation network in the future.
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3.3 HFrMZREE }1/Target network capability

A [ LA B R 2% B PUE RGP TR S A BRI + R RE D), RIS T RELE
Pz e T pe bR A Z R RTER LS, P EBEE 2025 FEH) H AR R 2 a0 R
In order to enable China Telecom’s network capability to quickly and effectively support Internet
applications and Internet + applications, as well as to have differentiated competitive advantages in network
performance and functions, China Telecom’s target network capacity for 2025

(D) fajidi: DMEIEM— T RGN INFIE M Z g iimb: 2 E 90% X IRMEAKT 30ms #Y
FRIEMAINS I RZRANE L X o ORI 28 74 s B0 B 0D

(1) Conciseness: To promote the reduction of the network layer with the integration of transmission
network as the starting point; 90% of areas in the country provide no more than 30ms transmission network
delay; The number of network types, network elements and network nodes come up with an obvious
reduction.

(2) BfE: A AUGR AL “BaEikMIZs ” b5, HA PP ic BT AR 5 e 7).
(2) Agility: To provide "on-demand network" services on an overall scale, with configuration opening
and adjustment capabilities in minutes.

(3) FFJe: $RALH -~ B XSS, BAaMEE (%, Wkgs. T, IRk MIBE1 I
(3) Open: To provide user-defined services with open capabilities in four dimensions (network,
business, resources, services).

(4) 5£2): 80% MEEIhRe R ift, &S &L, WS —iHE.
(4) Intensive: 80% of network functions are softwarized, meaning all business platforms are cloud-
based, and services can be uniformly scheduled across the network.
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V8 1 % 12 /Evolution path

4.1 $8'FJENIFN7EHE 4% /Guiding principles and evolutionary paths
S bR X 28 ZE R B A I E A, A T AR R g an S R

In order to achieve the above goal of network architecture reconstruction, the applicable evolution
process must follow the following main principles:

(1) FEXSDN/NFVEEFT BRI SI N AR, RGN AL 56 5E T-SDN/NFVEE ;. HRr 2 R4t n]iE
A3\ SDN/NFV.

(1) During the introduction of new technologies such as SDN/NFV, the new system should be
primarily implemented based on SDN/NFV; Parts of the old systems can be gradually introduced into SDN/
NFV.

(2) 518 FH AR SL Rt it 5 28 NEV I, BB IR R AN R 5 /sl / Mk A 8T Y
T A
(2) When deploying NFV based on a common hardware infrastructure, it's necessary to try to avoid
forming new "chimney" clusters among different manufacturers, geographies, or specialties.

(3)IT RGN AL G 5 EUR LR S, e W28 D [RI AL 55 G FE s, ST I 248 S 38 i A

(3) To realize end-to-end network control through network collaboration and business synergy, IT
systems, technologies and network resources must be deeply integrated.

T EBEERAS, HEBEREE W M E /BT PIIRIEATINO A, Ak
AT ez S P B B -

As for the evolution path, China Telecom adheres to the simultaneously"network cloudification” and
"New and old openness with collaboration/capability" approach, propelling in the near, mid, and long terms:

Cemwwn samrmm e e

+ Same nebwork elements ans + Unify the cloud resairces of

A =+ #8ETIANFY » E—2AEEE Diapn introdisced Inta NFY the entire netwark
Ef « BEHCOEDCHE s THRROCHSEE CQoudification | pramote the transformation = Reslize DC deployment of
friaim CO to DT network elements
e BIASNDESE. @ ¢ HEEERENEM - = Introdwce SHO controlar, = Deploy thie top layer of
Fh—f rBEHEE genaration of netwark collaboration and network collahoration and
!'m S S Ak 5 R . n"'““;i‘ aperational business chorecgraphar business crchastration layer
* TiEAEEDERER B = Implement network « Realize network editable and
automation configuration on - demand invocation

mﬂ- e mews

K 3. HAsME#ERE (BB /Figure 3: evolution path of the target network (two-stage)
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(1) H (2016-2019 4) / Near term (2016-2019)

a) Ml EFEMEMEMICR RS (W1 CPE. BRAS. EPC. IMS %) , ZE&HHKRGT
RHAIAE, FIN NPV, S5 RAMEMca —MFRER, HEINE 2 B & FARIPLE (CO) [HHEdE
OEERY (DO 77 ki

a. Network cloudification: Select some of the representative network elements and systems (such
as CPE, BRAS, EPC, IMS, etc.) and introduce NFV by combining related systems and updating and upgrading
tasks. Combine the virtual network element unified deployment requirements, thus promoting, and
transforming qualified COs into DCs.

b) B F/BE ST FETPIIAN G2 5] NSDN il 28« P28 BRI AL 55 ZmHE 2% . 28 B[]
AL 55 gmPE s B 3 B 2%, DAL OSSERE “27 M2k, H oM i R4, LI L8 AR
1o, SEWEg— B4 HEERCE

b. New and old openness with collaboration/capability: Introduce SDN controller, network
collaboration, and business synergy into IP and optical networks. Network cooperation and business synergy
managing “new” networks and optimizing the existing OSS management of “old” networks. The emphasis
is on strengthening the network analysis system, achieving network visualization, and implementing the
unified automatic configuration of the whole network

(2) i) (2020-2025 4F) / Mid-long term (2020-2025)

a) M2 Ak FETDCARE SR IT, PADCARZ O H R im 2 im 2% SH—2 M =T, S
JCAEA B I 138 Ak

a. Network cloudification: Carry various network elements based on DC, organizing end-to-end
network with DC as the core; Unifying all network cloud resources, and realizing universalization of the
network element hardware resources.

b) B VR B ST T8 E G — WITUZ 28 D RIAL 5 e ds, SEBL “Hr2” M% 5t ohlA
AV 55 3 B — AR AL RUSEIL R AT AR, X2 BRI AT 42 T R

b. New and old openness with collaboration/capability: Deploy unified top-level network
collaboration and business synergy to achieve “new and old” network and device collaboration and end-to-
end business provision; Focus on realizing programmable networks and invoking network resources on-
demand.
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4.2 W2 ZTH EZEYIN 5 /Main network layer entry point

P& E T EEYIN G~ B 4 .

The main network layer entry point is shown in figure 4 below.
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4: W2 VI 5/ Figure 4: Entry points at the network level
4.2.1 #E#E CO By DC ALBUE, & MAKME H =LK &

4.2.1Promote the DC transformation of CO to adapt to the cloud development of future networks

a) PLEROVSS & JEM DC AT A, LA DC N O @R — S, JT R A& 25 R BB L
(1) DC frfuidi, LA DC ymE N EMAL AR IP EALIEMIL% LN .

a) With the direction to adapt to business development and DC evolution, developing the
next generation of networks centered around DC, carrying out the DC transformation of qualified

telecommunications rooms, optimizing and adjusting IP and transmission network architecture focusing
primarily on DC traffic.

N

b) 4hEr Ak Pk 45 7 SR B A 4 508 7 SR HERE DC A R 4 E Ak
b) Promote the layering of the DC layout based on business requirements of enterprise customers
and the transformation requirements of owned network.

4.2.2 HEBERIZEHOSDNTHEIE, LI ZS B ML S5 3R M R B B U5 8 K e ) b 55 O Pt
4.2.2 Promote the network SDN evolution. Achieve agile business provision, flexible resource
adjustment and efficient network service guarantees.

a) FIFISDNEE ¥, i 2 R ge L 2l g5 (1P, s Bl IraEs RigiHE.
a) Centralized SDN control is used to accelerate the opening and the flexible scheduling of various
intelligent dedicated line services (IP and transmission).
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b) &AM (IPM, fLikM45E) 5DC/ = Mg — bR Zw i, SEIMIZE. TH8E. AR IR S —
e

b) Promote the layering of the DC layout based on business requirements of enterprise customers
and the transformation requirements of owned network.

o) fEETMAL DCT 5l SDN 4% a% . ML RIA 55 dmfEds,  STELES S R A N 28 s Ak -
¢) Introduce the SDN controller, network collaboration and business synergy to backbone network
and DCls, while realizing cross-domain collaboration and network traffic optimization.

4.2.3 N2 AP AR NFV A, b B TR RS
4.2.3 The NFV transformation will be promoted in a multi-professional and multi-field coordinated
way to reduce the number of private network elements and systems.

a) FEIIB N 30 2038 A2 SC LN TONFVAL, B Tk 55 e B 3G (B 5%, SEIRIRI Y 55 1) RS S fi

a) Gradually realize network elements transformation into NFV in the edge of the metropolitan area
network. Based on the value-added services of service chain deployment, therefore achieving the flexible
provision of metropolitan area network businesses.

b) f£ EPC F1 IMS BIANMEHMLEIA, &M HE 56, SCIUNEENZ 0 M B L E S TR 4
Aic »

b) Introduce virtualization technology to EPC and IMS while deploying 5G timely to realize the
intensive management and resource allocation of mobile core networks.

c) JHERE CON b1 LA Sk 5530 271 s e B R UM ATt AL, ST F RO AT 7 I B
REJJ, FFFRBEARAE L 55 BB SE A BE T o

c)Promote the virtualization and pooling of CDN control surfaces and equipment of business edges
and nodes. Improve the ability to cope with the concurrency burst of video users and provide fast new
business deliverability in the future.

4.2.4 g TR 2% U AT 55 i HEAS ,  EBERT 4R 0SS 1A &
424 New top-layer network collaboration and business choreographer to deploy the next
generation of OSS.

a) fEFRIE / B s R b 5] N TS WX 28 B[RRI 55 G HE RS, SIS S P ) LA % S A I 28 55 i 0L )
25 1) 3 21 S M S5 AR

a) Introduce top-layer network collaboration and business synergy based on single domain/single
scene, realizing cross-domain collaboration and end-to-end physical and virtual network service provision.
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Somtlas,  SEIMIHETHIR. REABTIR. CDN S HIA A, LA SDN/NFV S5 HeE S
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b) Implement the unified operation and management of physical and virtual networks based on
the new generation of OSS systems. Propel multi-professional network collaboration and business synergy.
Achieve effective collaboration between physical resources, virtual resources, CDN and carrier networks, as
well as business configuration, resource scheduling and other functions of SDN/NFV.

4.2.5 L DC Mkzts, THEMIZR I FIBSCHEE MBI, -7 I 2% BE
4.2.5 With DC as the core, simplify network architectures; Scalise support for HD video and improve
network capabilities.

a) LA DC AR OIERL “ BT + k™ PIJE I A6 R 28 28K, FESO D 4% 0 T W] R B AR GeAT
B IR A, 2R SEE St — — T RIS .

a) Forming the two-layer flat optical network architecture of “backbone + city area” with DC as the
core, Break through the limitation of traditional administrative areas in terms of urban optical network and
continue to promote the integration of primary and secondary trunk lines.

b) it 1 i 1 ) X 28 AR AT CDN 5 (R0, RS R R B A e T A R T AL 55, 5K
A S TR IHTEEMILGIER R, RAEEER SRS CDN IRFTEET)

b) Serving the large-scale and high-traffic HD and ultra-HD video service and realizing
comprehensive optical fiber coverage and GigE to home through and-to-end network speed acceleration
and the deployment of CDN nodes. Building the whole network edge acceleration system to provide
capable CDN services to Fixed Mobile Convergence video.

4.2.6 FTIEMET T E S P B, ST IE A R .
4.2.6 Achieve the generalization bearing of network elements based on the general hardware
deployment of uniform cloud resources.

a) EMAE B FrdEf. ERA. GBS N E R IRS &% Adetl
R, Gi—&EM%% . 1T R4, WS FE. RETERG. =7, SEIHE. Fmm s i s—&
B Zha U BRI R 4

a) Comprehensive deployment of generalized, standardized, customized and unified cloud
infrastructure. Utilize large-scale customized server and container technology. Uniformly hold hosting
network, IT system, business platform, big data system, cloud products to achieve the unified management,
dynamic scheduling and elastic scaling of computing, storage and network resources.

b) SEIML 551 & 8 =R E, HEEL S S ERAMLEE, W BTN +. P REHE SN A
R IEFTK o

b) Entire business platform is cloud-based. Promote the intensive deployment of business platforms.
Meet the development needs of “Internet plus’, Internet of things, big data and other applications.
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4. 3 V55 2 TH F EA) N 5. /Business level main point of entry
TEIT I, SNInid o 2 A TAR R Seit, B AR R 20 T IR TARE k55 2 i 2 ZEUIN .

Recently, in order to accelerate the implementation of network reconstruction, China Telecom will
commence following work as the main business level cutting point.

4.3.1 BUEF
4.3.1 Government and business customers

DL “BlIE M2 AVINR, @6 MR R, NERE PR Ao, nEdl. B, %
F. ZEET 2 eSS

Take “on-demand network” as the starting point and combine thus with collaborative cloud network
demands. Provide government and enterprise customers with quick loading, customizable, automated,
differentiated, multi-layer special lines and extended services.

HAT , “HEGERIZE” 1R 55 S 4

Currently, the typical “on-demand network” business forms include:

a) AR LRI . Dy 3R i )i LUK P IEFE IR S5, i ORI OB B T 2, SR
GE/10GE/100GE 252 il 9, fRMEATHL (MZCIRZES) « W (EBVIFE) . Wi GEFBE. QoS) 1)
M55 . i SDN AR rrisi| iR ICE, (EBMER U RIANYSS JnHEas,  SCOms 8o 21 i I 2% iy [5] A0
W55

a) Intelligent Ethernet: Provide end-to-end Ethernet connection services for customers. Replace the
existing dedicated transmission line through the Ethernet interface. Support GE/10GE/100GE and other
bandwidths. Provide visible (network state), configurable (self-service opening), adjustable (bandwidth,
QoS) services. Intensive configuration is achieved through centralized SDN control . Cross-domain, end-
to-end network coordination and business synergy is realized with the help of network collaboration and
business synergy.

b) mUEA/ mt Sk LR AL —ui RS, TR R A5, W25
i~ VPN. QoS &%) Wl HEh&Re, &) e — A sSEln = 5B —ui)tid. A& (TP
fRiEMSE) 5DC/ = RIRM AR g — @ AT S T A AL 55 g, $efte4r. & QoS MziEANS = HER
%

b) Cloud broadband/cloud DC: Provide cloud and network one-stop services. Change of cloud
resources (including computing and storage) and network resources (such as site, VPN, and QoS) that can
be automatically adapted. Customers can realize the opening of cloud and network resources on the same
interface. The carrier networks (IP network, and transmission network) and DC/ cloud resource pool carry out
unified network collaboration and business choreography to provide secure and high-QoS cloud access and

cloud interconnection services.
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) REAMEARN I . BT R g Al e Pt 28 D) iR S%, e/ FREEM OCHEAT |, 3
hee Pk, EAET. WSRCES) ERumsil, 2o QBE, M% SRS 45,
Bk CAPEX 1 OPEX.

) Virtual business networks: Provide network slice services for business customers based
on virtualization, and realize value-added functions (such as firewalls, load balancing, and business
configurations) on the local side based on enterprise/home gateways. Customers can configure
independently, and network resources can be expanded and shrunk as necessary to reduce CAPEX and
OPEX.

4.3.2 AR
4.3.2 Public customers

RN E N ARILRIPE ML 55, W AT & Oy 4R 5 MBS 2 )5 1 S —Fh BRI 28 58 . FEBE 4K
A L XA B FEE, 4K LSS Ca BB O IRTTIS E R F IR TRz —. AN, s
AK A B HIRFSE T, — I HES 4K K. DARESE 4K B RS 58 SOk R 230t — e R
s, X EWRAE 100ME: 28 1000Mr B8 77 SRR A 9B I HA 5 B 5 i P AR 5 5K . 4K AL L 5 iy
IMERR BRI, AR RBEE B miE MR 4K, 8K M55 UL K VR/AR M55 R R, g Xof I 265 1) iy 2] ity vt s
i DR B AN R 55 Jo7 B 8 L B s ) K

Take video as a future basic service and build it into another basic network power following voice and
data. With the popularity of 4K devices and massive content, 4K business has gradually become one of the
key ways for carriers to enhance their competitiveness. Meanwhile, with the continuous decline of 4K device
price, it will be an inevitable trend for more 4K devices in one family and the trend and development of
smart home business around 4K, which means that 100M or even 1000M bandwidth demands will become
the basic demands of household broadband users in the new era. 4K video releases the value of the ultra-
wide band. In the future, with the development of more HD 4K, 8K and VR/AR services, higher requirements
will be proposed for the end-to-end high bandwidth guarantee and network service quality.

4.4 X 2% ZHL) AL T

PIZg RN TR E RIS, K2 — MR, BRmsEitdE, Bfacki, =064 7N
3 TH] IRk A

Network reconstruction will be a long-term and complex evolutionary process for carriers.
Specifically, it includes at least the following challenges:

% F Bk ik /Network architecture reconstruction challenges

(1) BT KI5 . AR ZRPRER IR 70 /2 I R I BOR B2k, BET SDN/NFV ) kA
LRI AT T RV PR, AR A9 12 R0 R RS G AT X S PR, [RJIS Y 28 FRIDCAK. B
T A% e AT BUX AL B [7) ADCOY A% O B2 T A% g, IR BR300 T ARl AT XS HE R 41
IR R A

(1) Organizational structure: Network architecture in the future will follow the technical route of
horizontal stratification and longitudinal decoupling. The transformation of network architectures based
on SDN/NFV broke the professional boundaries, intensive control and scheduling will break the limitation
of traditional administrative domains, meanwhile, the DC modification of conventional networking makes
a new pattern of network with DC centered. All of these will make a difference to the current organizational
structure in terms of professional and administrative district management.
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(2) KI5 : BT SDN/NFV 73 2. 03 sEAS, A1 T bIm G N %, (B4
WS RING 5 U s Tk, B P R R 7 s AL . (RIS 0 B e, 7 d (B ) A 72
1M HAFFEIT A g R BT N 7 5, 7 B SR A AR B NTR I 7 2

(2) Procurement model: Due to the SDN/NFV hierarchical and domain-specific product form, the
correlation between specialties has become much closer. The traditional independent procurement model
needs to be changed to the collaborative cross-specialty and cross-domain procurement model. Meanwhile,
after the separation of software and hardware, the product value will be transferred to software, and there
are mixed use application scenarios of open source software, commercial software and self-developed
software, which require the establishment of new price models and procurement methods.

(3)IBERETH: B MRS E 25 TR — R Rbs e, R ME . ARRHTM
25 2R K e % BE SR B3 0 FLIBC I L FH 0 R 2% L B A SR A TR R, 2% R IR 95 1128 T SRS E Y
TR E R LT IR IT IR RE U4 1 S s ik, 7 BRI N, AR RiE
MR%5 HEEREST

(3) Operational capability: Existing network operations are mostly based on standardized network
elements integrated with hardware and software, which is complex and closed. Future network architecture
will have a more flexible adaptation of Internet application towards the flexible network and resource
demands. The network-as-a-service operational requirements pose a greater challenge to the carriers’
integration of market development and operation as well as synergy, network and IT, the need to develop
responsive, highly efficient, and flexible service operation capability.

(4 NABMETTH : BA A P48 TR 2 3 TAL G, ARREAE S 48 4 St i s J= het
PR, GRS E W AT R BIBAN S ANA, ST R AT R BE . R4 AL 55 B 3T g
LSS T UEARAD ) S RE D)

(4) Talent team: Existing enterprises’ network engineers are mostly based on traditional equipment.
In the future, software-defined network will shield the underlying hardware differences. Therefore, it is
necessary for carriers to strengthen their software development team and talents, improve the ability of
rapid iterative software development, network and business innovation, and improve their control over the
open source code.

X E AR S, DAUBRN SR K &S, MM ERSZEEH., WERE. Pmitk. A
A BME B SE — R A P R A

For China Telecom, it is necessary to follow the trend of technology development and carry out a
series of collaborative work including network reconstruction and operational management, equipment
procurement, product research and development, and talent team development.
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5. REEE AR E 2 /Key technical elements

5.1 SDN #ftk5E X 4% /SDN software-defined network

SDN CHRA7E LIS ) 2 WA 2% B 11 T 55 0 e T T gk AT 70 &, R A AR i B AR R 70
A AEH], S AT R R S B “BARE L HIZR SRR .

SDN (Software-defined Network) separates the network control plane from the data forwarding
plane and replaces the original distributed control with centralized control. Furthermore, by the open and
programmable interfaces, SDN can implement a “Software-defined” network architecture.

SDNTE F ] {5 F 190 248 2y FAG) TAR ol o S 2 1 s rho U8 ATTPIR L ARk M, 730 32 22
T REA R . P s i & 55 5.

The application of SDN in the reconfiguration of China Telecom’s network architecture will be
primarily implemented on the data center network, IP network, and transporting network.

(1) Bl M gg: BT+ E 4G = 8l o siibiE g, @B 5 2 ) = B A ER R
REEIRE, MIERHER IR, IS 4EMEFERCR IR @, SDN 5] A AT LLSEIN ) 2% SR () 48— F B LA SO0
P28 BRI RIEE . —J7 M@ SDN 2l de i anfidls vhoL B s M 2, St il bt 42
PR A G O, G AT FEERG, IR R A0 T KGR O R, SEILEE B o R A
A o F3— 7 Z YT FER,,  SDN i a5 7l Bn B BN LT AT 5 . HEAE, IR
AL L B SR SRS e A% 21 H S BN L, AT S0 00 2% SR 1) /] 2D 32 7%

(1) Data Center Network. Until recently, the lack of cloud resource pool unified network devices,
the complexity of cloud resource pools, and the high costs of operation and maintenance are the
main problems in the practical operation of China Telecom’s cloud data center resource pool. Thus, the
introduction of SDN enables the unified configuration of network policies and the flexible scheduling of
network resources. On the one hand, the SDN controller makes it possible to sense the bandwidth utilization
of the data center link, collect and analyze data center traffic distribution and allocate the available links.
Based on that, the forwarding path is generated and sent to the data center forwarding device, which
enables the implementation of the effective usage of the link bandwidth resources. On the other hand, The
SDN controller could perceive the source and destination point of a specified VM before migrating and will
move all the related configurations on the source switch to the designated switch, ensuring the synchronous
migration of network policies and the VM.

(2)IP W: HAT IP &M N5 R it R P i = JE 8 1R R, R 1 4H I 2844 () 9
JAEANS ML T R BB M R, A5 B SDN, — 5 T AT SEELE TR 89T BEsh g, F2ml 58 A N R
W, ATPRCE TR S B R, U0, SINERAREIREEOR, SEI 2 4R % M=
iz mH, MM RN S g, 38R DUSE S ) e R 2% R ) 5 N H /R

(2) IP Network: Currently, the insufficient flexibility in traffic scheduling, which limits the scalability
of the networking architecture and the rapid response to application requirements, is a prominent shortfall
of the IP backbone network. With SDN, for one thing, it can realize the function abstraction of the device
in the backbone network, and makes the controlling and forwarding more flexible, which can reduce the
complexity of the backbone router device. For another thing, introducing intelligent traffic scheduling
technology enables centralized multidimensional customer and traffic scheduling. Moreover, by utilizing
the network collaboration and service orchestrator, network capability and application requirements can be
better adapted.
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() L&MW HETHIEIE N EZER S MAERE 3, I H 5 PRS0 S A% 5 2 N 202 5
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A F SDNH R AR rh il () Rr £, SEIRXS 2 ) 3 23R A 48— A 3, dlad b APT
P2 ORISR AEAL AT, AZIERY SDN W LAR G Z U ML 5%, Bt i fME I 55 (VINS) | i W44
M (BoD) . BSHE XML, MA SDN Erisdl B, o RE 1P MAUEER 5]
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(3) Transport network: The current transport network mainly adopts the static network management
configuration mode, which is separated from the carried application and customer layer network. Therefore,
it cannot respond effectively to dynamic service requirements. By introducing the transport network SDN,
the transport network realizes the transformation from “manual static network management configuration”
to “real-time dynamic intelligent control’, which improves the service opening speed, and simplifies network
configuration, operation, and maintenance. Specifically, by focusing on the SDN openness and centralized
control, multi-vendor and multi-domain networking environment unified control and management can be
achieved. Through the standardization and opening of the northbound APl interface, the SDN transport
network can provide multiple new services, such as virtual transport network service (VTNS), bandwidth
on-demand (BoD), and customer-defined path selection. By using the centralized control of SDN, network
controllers can also be introduced to the IP network and the transport network respectively, as well as
applying a comprehensive SDN controller based on both.

4 L E: HATg R MK E ., EHEE 2T, &E RS ER, WK
PR $8 T FRAEAT, AHELZ A BE0R . B, AL E],  ma SN A G SRR R R A S .
FH SDN W [F) 42 il ) S %, TP ATAL & AT LA RIZH IR, S0 TP 2 I 2% 1 48— 3l AL AL, P
PR BN S5/ oR, WRAIPADGZ BRI HLE], SemBtia M 2. [N, TPRRT = 83 T LB AR
SEHLIPRIHEL BRI (A0 5. BRAESE) B BRI R Rl LS &, Mk =k 5%
IVA;E P

(4) Inter-disciplinary collaboration: The present configuration and management of each professional
network is typically carried out in the isolated blocks. Based on these isolated blocks, each responsible
for separated operation in different sub-disciplines, the lack of coordination between different resources,
management and controls led to the long response time and ineffective utilization of resources. Within
the operation of SDN coordinated control, the IP network and the transport network can work together,
which enables the unified control and optimization of IP and optical layer networks, and can also respond
quickly to sudden service demands while coordinating the IP and optical layer protection mechanisms,
and improving resource utilization. Meanwhile, the IP network and the cloud resources can also be co-
scheduled so that the connecting resources (such as bandwidth and path) of the IP network can be flexibly
and dynamically according to the cloud resource requirements, thereby better serving the cloud service
application.
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5.2 NFV %% 44k /NFV network function virtualization

NFV (& DIRERE AL SR da M RIMEEOR, R ITH % (x86/R55a%.  AFfAT
AHBLESE) REI AT IIRE, HAsZ BB ER A . T HMEHRMIT, SEEg— -
G + WS BT .

NFV (Network Function Virtualization) refers to the application of virtualization technology to
implement the various network functions, by using standardized universal IT equipment (x86 servers,
storage and switching equipment, etc.). Based on the goal of replacing the private, dedicated and closed
networks in the communication network element, an open architecture unifying the hardware platform +
business logic software can be constructed.

K NEV &, — 77 TH P 28 B8 Th BEAN PR - & b3 1) & FTREE,  J T x86 ARy 1T B ANk
B, AITEBENEE R TR WA, 05, AR TR R, BT BLsEy RE S
I, SEPUEIL S B POE T R AN, PRI SRR R BT B ANERE . HRE R GE . MObR R R A AR,
PIZE IR S5 IBE T BB R BT R T B K R PEAT 3

By applying the NFV, the network device functions no longer need to depend on expensive
dedicated hardware. Instead, it can be expected that the lower cost of IT equipment based on the x86
standard can save operators investment expense. Alternatively, through the separation of the hardware
and software, and the functional abstraction, resources can be shared fully and flexibly, enabling the
rapid development and deployment of new services, accompanied by automatic deployment, flexible
scaling, fault isolation, and self-healing based on actual needs, which make the design, deployment, and
management of network services more flexible.

HARKAL, NEV £ rf [ HLAE A 90 28 58 B A b om] DAY S B 5 [ 7 A0S 2 X 24 v 1 e 40 T
o AL B AN I S, 40 vBRAS. vCPE. vEPC 1 vIMS %%,

Specifically, NFV can be applied in the reconfiguration of China Telecom’s network architecture,
especially to the packet processing and control functions of data planes in fixed and mobile networks, such
as VBRAS, vCPE, vEPC, and vIMS.

(1) vBRAS: BRAS/Z Iz 4 o FH 7 4 N ) 28 25 )ORIFEAIE R 95 B B A, AR 481 BRAS JT-
PRy s se B, 4Bk S5 AR  RAR S ANME, filln, AFRINSAASE FIBRAST %, ToiziEid Kk
TR 07 LR —ThRe, 1 HAR Z (A RSs (WINAT. DPI&E) HRFRELL AR, N1 oK
A . vBRAS W LARADIRESE Jy B e e iR i AT A, TR CEFEE P E R, A
. QoS MIEKHHEE) , BMEELATIZTELEE BNl EEEE . vBRAS i mT DASRHE AT gnARRE T, K4t e
o APT #Em) FRRAERIERIT) BT, SEILAT O P 28lb 55 1 42 75 7E i o

(1) vBRAS: BRAS is the endpoint for user access, and simultaneously the provision of basic services
in the metropolitan area network. Traditional BRAS is based on hardware and software integration, which
brings many inconveniences to the new service deployment. For instance, BRAS device deployment in
different periods cannot provide the unified function through software upgrades. Besides that, many value-
added services (such as NAT and DPI) require dedicated hardware boards, which leads to high costs. By
a functional set as the basic unit, the vBRAS can reconfigure the device control plane to form a separate
module (including user management, multicast, QoS, and routing), and each module can be deployed on
a virtual machine as required. vBRAS also provides programmable capabilities to provide control planes
with flexible functional calls up the APl interface, which enable users to customize their network services on
demand.
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(2)vCPE: CPEALTWZiL%, MEZ . WAZ . HHth, AR, ZRRE 2 HilERE
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(2) vCPE: CPE is at the edge of the network, with multiple versions, fast updates, high operational
costs, complex Layer 3 configuration, and high failure rate. At the same time, CPE, which directly provides
users with services, is the key to generate revenue. Therefore, the virtualization benefits of CPE are clear, and
it is expected to quickly provide a cheap, rich, and personalized value-added network service based on basic
pipeline provision. Otherwise, the CPE has complex functions and high processing power requirements, yet
the network capability requirements are low, which is ideal for virtualization.

FIriE vCPE w2 Rf&4t CPE ERIEI> B Thae AR BIMEM, 2 & i 2 (IR B4
K BEERHIANCE . T 2RSSR, URE=ZIREMA MR MSEI . "] BICRRifb%
JN A RO EC B, BRI 32, [ At G xof 2 7 A X S B T iy >k ) AR S6 0

The so-called vCPE moves some of the complex functions of the traditional CPE to the network side.
Retaining only the functions of L2 forwarding, tunnel encapsulation and configuration, and firewall based
on L2 on the client-side device and moving a large number of Layer 3 functions to the network side. By
doing so, it significantly simplifies the configuration of the client-side devices, reduces failure rates, and
avoids the cost increase caused by frequent client-side gateway upgrades.

(3)vEPC: Ay EPC ¥ J&T ATCA 24y, EHMEZE, M 7otk MaAE4E R A, H5l
BN MR ERIE IS LT, T AT RN S . vEPC M15F 3% 0 M 76 ] LLis 47 728 A i fF 2
&, SZIIEPCMIG (MME. HSS. PCRF. SGW. PGW&E) ¥/ R .

(3) vEPC: Based on the ATCA architecture, the existing EPC equipment has poor versatility and
increases the R&D, testing, and operation costs. The cost of expansion and upgrading is extremely high,
particularly in the case of a mobile internet traffic surges. vVEPC means that the mobile core elements can
run on the general hardware to implement efficient deployment of EPC network elements (MME, HSS, PCRF,
SGW, PGW, etc.).

(4 vIMS: BIAPIEL IMS 2% 3= il B U5 P S AN L B Rl o2 PR XA g™ 40 72 18 55 1)
o vIMS BT RAJy HENME S B 2 T PR H BV ) W, ZERR S A 3R = B M A R, SRRk g%
. #eAh, vIMS A RAPREFE A S5 AR, B G S5 EAT 07 I, Al 2% b2kt
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(4) vIMS: The unbalanced resource utilization, difficulty in resource isolation, and slow expansion
and contraction are the main issues faced by the existing physical IMS network. vIMS can quickly organize
independent private networks for private owned businesses and government and enterprise customers,
improve resource utilization and support business customization while isolating. Furthermore, vIMS can
quickly set up business test environments to simulate and test pre-launched services and shorten business
online time.
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Through the introduction of NFV, it is important to carry out standardization work among the
different layers, particularly to avoid the introduction of “soft chimneys’, meaning the avoidance of the
fact that network software being implemented by softwares instead of dedicated hardwares. The layered
decoupling of the software and hardware, and the locking of R&D of the single-factory equipment cannot

yet be realized.

5.3 =itHE A /Cloud computing technology

DR IME IR . 7041 SBEAR LU BRI 3R i 31— 78 Bir B I — R B A T TR 54
PR AR T R, RAMERITIH “HATE ", WRITHAE . B4R M7 AR S, R
ARFFIE AL

Cloud computing is a new type of IT service delivery model and solution following the certain
development of virtualization technology, distributed technology and Internet technology. It is a “software
definition” for traditional IT, which brings about the deployment, operation and maintenance of IT systems.
Its main technical features include:

(D Bzhft: IT KEEMRMESLI Az, NTS 5T TEHRERTEEZIORER, iR T
T OIT MEREAR M RCR

(1) Automation: The deployment and provision of IT achieved automation, which reduced artificial
participation and manual operations, and immensely enhanced the deployment and delivery efficiency of IT

() ZM AE1F IT BRI DLSEI AR RIERZ T/ B3, SR E R A Z.
(2) Multi-tenancy: with the IT resources, you can achieve very flexible multi-user/customer sharing,
and achieve high utilization.

(3) TFL: T HIR A R 55 FOAP T 1 SBoxf TTH 1) 5 % BERE U TP, 50 1E AT DU 308 32 Bk
HE SCRBRB =5, A R T SEB = v 5 B B IR %5 -

(3) Openness: the Internet-service based APIs enable the openness of IT control and management
capabilities. It facilitates the defining and driving of cloud computing in application software and is also
beneficial to cloud computing self-service.

(4) FAPEARAR AL SR AE S RS A4, =R IT B DA% R . SRS R A e
WL, il A2 R SR M AR R PR A 55 7 oK

(4) Flexible Scalability: It is difficult for traditional hardware to achieve flexible scaling. The IT
resources required for cloud computing can be expanded and recycled on demand, which could meet
various burst and fast-scaling business needs.
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The specific key technologies for cloud computing include:
(1) EE#IbH AR /Virtualization technology

MR 55 8 AR R T RIRS A 2 —. RS &S BIMEHEAR (R4 X86 Ik 48 kE
b, X86M55 ¥ T N = T AL bt AR ERC B D B AECPU. WAE. 10 BIMLEIR, 4Tt
MGuest 0S (HRAYEIBATAEREIME G AL ERIEAE R G B —EH R KGR T ER, TN
i Guest 0S (Windows Server. Ubuntu. CentOS 45) &4t 5sLhrfiift I Rn) “MfFEmts”  (F
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Server virtualization technology is a layer of new system-level software technology between
operating systems on a virtual machine, and is located in the hardware and Guest OS (refers to running
after virtualization). It (mainly refers to the X86 server virtualization, as the X86 server has become
the standard cloud computing infrastructure configuration) including CPU, memory, IO virtualization
technology. This technology provides the actual hardware (simulating various hardware capabilities) for
a variety of Guest OSs (including Windows Server, Ubuntu, and CentOS), and is no different to the actual
“hardware environment”. It also enables multiple guest OSs running on the same hardware platform at the
same time. By increasing the number of business systems running on the same server at the same time, it
achieves isolation with the mutual interactivity between the performance and the data. This means that
this technology can guarantee the security and resource management efficiency while greatly improving
resource utilization.

(2) B e AT 5 M 25 5 R / Software-defined storage and network technology

N RAE IR ST A ARy A E RS 47, AN TRBla B E sk, fAaEAm s
FIREL TR B 7 A, DLORUEAF AT 9 45 B U5 AR 02 mT CARI AR SR B . SR 8 SUAP AR AR St
TR SAN f74if, FET X86 A5 A8l Bk seal 7 AR fE L P a1, W DAZE SEILEE = 8 R
PR 10, R TR KBS I FRE,  [FIN EA7 i IO B AN 2 B SEIL E Bk . B s 4
FEAHIH SDN. NFV Al Overlay MIZEHEIMEELA (G VXLAND SEBLAE 2 vh 55 53 it SE Bl k) 45 22 Al
JAAR 4 E AL .

If server virtualization technology is regarded as the “software-defined server’, then the storage and
networking also need to be “software-defined’, to be able to guarantee their agile deployment to automate
cloud computing. Compared with the SAN storage of the traditional mainstream servers, software-defined
storage provides the storage interface of data block based on X86 server and implements software. It
enables higher scalability and 10, realizing the large -scale cloud computing deployment needs, as well
management and storage automation. The software-defined network mainly uses SDN, NFV and Overlay
network virtualization technologies (such as VXLAN) to realize network multi-tenancy, and network
automation in the resource pool of the cloud computing.
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(3) 4341 2B AR/ Distributed technology

DATREAR RO, (BAETERMIAR A RIS, AR H TR R, L
MapReduce. DFS (/3 MRS « NoSQL. % ZAFAE ARE I A REAR N = - Ak 7
WIS, A7l BdlEERE T, BEWWE E R BRI AL R . AR A H . oA T AR B il AL B
REJJ SCHFAIXS RAFMERE ST« s AR AN S BRRE ) O B = i B IRST2m, R+ 5 T it &
SO SR A P L S s RGBT PR SR NI 2 W P N 7/ PR B VNN 4 € 11 K N NAS RN 1|7
A RFEAREA TR A, #liiHadoop/Sparkfi R4E R . SwiftXf G174t Cephfrfiti C[FS 3L FF
Beo R S

Distributed technology has a long history but enjoys new development based on the continuous
development of the Internet. Represented by MapReduce, DFS (Distributed File System), NoSQL, and object
storage, the distributed technology provides new computing, storage, and database capabilities to handle
the processing, storage, and management of massive amounts of data. The massive data processing, file and
object storage, database storage and management capabilities developed by distributed technology have
become a new type of cloud computing service, greatly enriching the overall service capabilities of cloud
computing, and also enabling cloud computing to meet the requirements of the Internet, mobile Internet,
the Internet of Things, and big data. Most distributed technologies have open source versions, such as the
Hadoop/Spark technology system, Swift object storage, and Ceph storage (which supports blocks, objects,
and files).

(4)Docker 25#8$7 A /Docker Linux Container

Docker s —MITREIN A 4515, iEIFAE W AT EARATTH R LR AR A, 21— A T A%
AT, RJERAABUEMRATE Linux L& b, AT LRI, 2 B AL A i AR TER
BTN, Docker FaHIRB SRS HILIZITNA, A& 7RI hypervisor 7RI EIZ
ML HBERGMN hypervisor 2, HIEHEHR, PERILR (G 7 EMILESI AR, BEERIL
» VML, EER ORI  BeRE, B, BTAMK. Docker F&RXF SDN/

NFV BEA P[RR e A s i) — 1, AR 2 N5 T Al LA NFV BFE A, 2 — R B2 B
EHIREIMEEIAR .

The Docker container is an open source application container engine which allows developers to
package their applications and dependencies into a portable container, and then publish them to any
popular Linux machine and become virtualized. Until recently, the Docker container was the representative
container technology. The key to the Docker container is to run the application directly in the container,
eliminating the need for multiple dedicated operating systems and hypervisor layers for a virtual machine
hypervisor solution. Based on its simple architecture and excellent performance (avoiding the damage
introduced by virtual machine layers, close to bare metal), the Docker container has many advantages, such
as the good scalability, fast deployment (second starting time), high efficiency, simple management, and
low operating costs. The Docker container is a lightweight and inexpensive virtualization technology, and
has a synergistic development and enhancement side for SDN/NFV. In many application scenarios it can also
replace the role of the NFV.
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5.4 FFIREAEHIAR /Open source software technology

FHRHAE (Open Source Software) J&—FEACRS AT DAL B B R A TF ENLER A, X PR R AR 1)
WA N AT DL BT VF AT B R SE 22 T DR B B0 20 BRI o VR T P 22 20 B2 4 AR N B 1Y
ﬁ%o

Open Source Software is computer Software whose Source code is freely available and whose
copyright holders retain some rights under the Software license which allows users to learn, modify, and
improve the quality of the Software.

BT IR AT, AT DRSS s A4 T AR R I T TR RS, Il 55 B AR 5 A28
B, FEMEARIAE

Based on open source software, it can reduce the threshold and cost of usage and research and
development of carrier software and can accelerate the pace of new business and the introduction of
technology. The main values are as follows:

(1) AR B B 5 5K R P i 2T B B e il

(1) Develop customized products flexibly and quickly based on their requirements

(2) FEA 1 AF T R T TR A 2

(2) Reduce the software development threshold and risk

(3) SR TH o m] SE 1 22 4 Mk

(3) Improve software reliability and security

(4) i J3 P IRAL X 58 3 B ot

(4) Improve software quality with the help of the open source community

FER A E XER AR, 188 T C &AW B PG AR G5 A N K b A0 BORBE A — A4 kY 2%
B GINTFEREA:, JREETITERAESEI A B T Emm s 2 ‘o ZEENBR LY KE, 2
IR IR

In the era of software-defined networks, it is no longer possible for carriers to purchase commercial
software or software-hardware-integrated network devices as they traditionally did. Introducing open
source software and realizing the independent research and development based on open source software is
an inevitable choice for carriers to “stand on the shoulders of giants.”

o ] A R 2 A AR, BT AT, BRZ 5T X, Basdt TIREAT 1 B Bk
RIS E TR —RAGRE ST, KA B T3 T 0 W2 AR I 2 AR .

Open source software should be introduced in China Telecom’s network reconstruction procedure. It
will be helpful to promote the autonomous control degree to the network software by actively participating
in the open source community and enhancing the ability of independent research and Integration of
operation and development.
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BARLE IR AT AL X A $ 05 T, 7 DLE fU5
Specifically, the selection of open source software and the open source community can be mainly
defined as follows:

(D& al~F & H I £ R A F5 Linux (#: fE R 4t ). MySQL/PostgreSQL/ MongoDB ( £
FE ). Apache/Nginx (WEB ARZ% ) SEFFIR SEILANAR N A FFIE A X

(1) Base platform open source technology: including Linux (operating system), MySQL/PostgreSQL/
MongoDB (database), Apache/Nginx (WEB services) and other open source implementations, along with
their corresponding open source communities.

(2) B 58 X FFIRFE A : 3 OpenDayLight/ONOS (SDN P& 4% %% ). Open
Switch+OPNFV (NFV JFUSESEI ) &5 TTU5 SEIUMUAH B2 R AL X o

(2) Software defined network open source technology: including OpenDayLight/ONOS (SDN
network controller), Open Switch+OPNFV (NFV open source implementation) and other open source
implementations, along with their corresponding open source communities.

) U FIFIEEAR: A48 KVWM/XEN GEULHEARD | Ceph/Swift (pAiAF EHIAR ).
CloudStack/OpenStack (=% JEEFEE ). Hadoop2. 0. Spark/Storm (K FEAFFIA ) ZEJFUESC
IUAIAR B ) F AL X

(3) Cloud computing open source technology: including KVM/XEN (virtualization technology), Ceph/
Swift (distributed storage technology), CloudStack/OpenStack (cloud resource management), Hadoop2.0,
Spark/Storm (big data processing technology) and other open source implementations, along with their
corresponding open source communities.

5.5 #r—ARiaE 37# 24t /Next generation operational support system

Br—AL 0SS GaEXHERG) RIBEIA 0SS RGH 5| SDN/NFV HZEH & 55 g
RS, TR 0SS RGHIB PAVE S M, T RO SEARRI 8 MR S0 2% (5 Ll . 15 00 45 1) g
g —ia B E L, SRR G R —. HA |, LSO &SI G HE AN X 25 B3 [ 25 114 O B
BOR, A BT SDN/NEV FEIAT PRI b se - I I A0 s 380 iy 6 M 5 32 3

The next generation of OSS (operation support system) refers to the introduction of SDN/NFV
controllers, business synergy and network collaboration to the existing OSS system, thereby breaking
the encapsulation and isolation of existing OSS system and forming an end-to-end unified operation
management towards the cross-professional, cross-network real and virtual networks and is one of the key
elements of the new network architecture. Thereinto, LSO is a key technology necessary to realize business
synergy and network collaboration, and contributes to the realization of smooth evolution and end-to-end
service provision in the existing environment.
actively participating in the open source community and enhancing the ability of independent research and
Integration of operation and development.

35



© 13

FEEB{E CTNet2025 MEREIBEHREH

Hr—A% 0SS FGexs 1 B A W 2% E AL AR A B AR AT -
The value of the new generation of OSS system for China Telecom’s network redevelopment is mainly
reflected in:

(1) 5 ) AT R AT X, SRR B I S 28] X)LV 5585 2R, A B B 1) G 4 AR TR A 2 5 ) oA
SR IR 9 48 SR RIS 3 B0 B~ T T

(1) Step over physical and virtual networks, supporting true end-to-end business management. This
helps the existing isolated network and network management system to evolve smoothly into the future
horizontal network and management architectures.

(2) SEM MR ZER B BB E B, WIS E A, b 55 T I8 1A
(2) Realize automatic network architecture management. Reduce operating costs and service loading
times.

) MAX = MjSS TR RALBERG T T Z ML B M, SO RGNS B, YUk IE
L S EWA S IREEM AT SRR E A

(3) The abstraction of products, services and resources shield the complexity of the underlying
network, and support a flexible information model, the rapid integration of data sources, business
virtualization, business assurance and analysis, and business process management.

s 2 A R 2% SR E A R K, BT AROSS RGN A FE LA T LRI e 3R
To meet the requirements of China Telecom network architecture reconstruction, the new generation
of OSS system must include the following major functional elements:

(1) eI TTIR: Br—AR 0SS SCHFIH M) 55 =TJ7 I Z8 B /I TTT8  REBS SR ik 2 REAL TR 1, 3¢
FRZE T BB AR =TI S SRR R, = RN 5k 55 25

(1) Openness of capabilities: The new generation of OSS supports third party open network
capabilities, provides diversified open interfaces, supports convenient carriers’ proprietary business and
third party business integration, and enhances network applications and business ecology.

(2) P ERS%: Hr—AR0SS R HR A1 (7 - 1 Bk S5E 0, WA LS5 “—ubal” RiESZ
. PUEITIE S BBV ESR AT &, ATORRAR TS 5 E U B, 4-TF T Bk 55k

(2) User-self-service: the new generation of OSS shall provide user-oriented self-service capabilities.
It will provide a platform for “one-stop” flexible provision, the quick loading and self-service user business
management. Thus, greatly improving the speed of business deployment and overall business user
experiences.

(3) BRUsftE: Fr—AC 0SS feftmmkss. % BaMbrIMs iR fdtae /), segssi& SDN/
NEV Ao 28 38 . b SREERE Ty, B RO T 3hAS s Bt I i SEE BR IR R GE, AT SE L
HHIEBE T Tl

(3) Optional resources: The new generation of OSS provides business-oriented, on-demand, and
automated network resource supply capabilities, which can be combined with the enhanced network
control, analysis, and collection capabilities in SDN/NFV to form a real-time autonomous closed-loop system
for dynamic cross-domain resources, therefore realizing intelligent network analysis and synergy.
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(4) SRIGEHE: Fr—A4C 0SS H & i 3o ) SIS B HLRE T, RefB s -& P B Rk, MZRESM
BRURBILIR, 8 B A AR R SR '3%111%1‘7;1

(4) Policy management: The new generation of OSS has the end-to-end policy management
capabilities, which can make intelligent decisions and issue policies based on users’business needs, network
status and current resource statuses.

(5) T Y55 5 28 TR Hr—AROSSIE LI 55 5% o T ml, S pE i (m) b 55 10 [r) 25 77 ) 199 2%
L, FRERAEGT I 2% TR X2 0 (1) 43 B e

(5) Business-oriented and network-oriented: the new generation of OSS should be business-oriented
and customer-oriented, providing a business-oriented and customer-oriented network view, as well as the
ability to analyze network resources and network data.

FEIR] SDN/NFV HIR 2% ZE Ryt A, B —4K 0SS RGERCR AR I P 2esy, Jiid
PAIm X BB E B 77 2051 N, % SDN/NEV B8 % % Bk R 9 %%%%?&B”Xj‘ DIk HE 5 3
WEEDhRE, H A SE . S TR MRS & AR LR %H%ikl‘]“”“ﬁkikﬂﬂﬂ
BIIRE, EARPEEG NS R EIZAT . W 2 (A Al B 2w R R SE M i E L i 2
WS ER, DL MG B EH B R R)

In the process of evolving to the SDN/NFV network architecture, the next generation of OSS system
should adopt the open source and open architecture and introduce it through vertical separation and
horizontal collaboration. For new SDN/NFV devices, the collaborative synergist realizes the functions of
business configuration and resource scheduling, with a focus on the regulation of real-time and dynamic
resources. For traditional devices, the integrated network management and professional network
management still complete the service configuration function and focus on ensuring the stable operation of
the traditional network. Together, the two can achieve unified operation, end-to-end business management,
and automated network architecture management through a cross-domain top-level synergist (see figure
5).

HEE . #=HEA BSS/0SS R e st
= e il it e S e ——— i Re——— e ry 'y
FROSSEESHR t ' it i i
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EBALERE SRE-NRERLFEE  EHREEEE e i cout rion s b2 e
4+ - - - i & & i &
IP /{58 7 A IDERHS oA : IF/ Transmission/Access co-charsagraphaer
” i
FEIE UEEHIT LEHIEE SHRERE : s ""’-'-'Eﬂ"" B e
¥ i *
SETE BEEFEN AEESRE 0 - : Doty Wetwerkatomic  nebwoek resoure .
SrMENEAR NETR + * . i ettt Sl e
- * - i - _
PR FREGHE e fiadc )] i L e © Eurllmllu'
& 4 &~ | § & Y - &
* - * I b : ¥ » * » 4 b 5
IPRis WA WA natwork Py 8
EAH T armmesrd e,
EASREESN | -mnm'r':::”ﬁd
BRSOMNFVEBSERBaSEENENNRRENLNE  seRRasRW | e g AR AR v o ooy cpability’ ™ contra E,

K 5. #Fr—iRisE 4% R 40/ Figure 5: new generation operation support system
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(1) BV TTZ g HES . SePls L om Bk 55 B m e . 4sRE J1 T8, S 280 P s 5
(1) Cross-professional top-level synergist: Realize cross-professional end-to-end business synergy,
open network capability and end-to-end strategy management;

2) rFgmHEeS: SCHXT RN 2 T RIS g B P A DL A N 2% IR 45 e T il R4 41k, =
ST ) B A8 X 48 B R A BR S0V S5 R3S . R R e B3 5 S5 g

(2) Collaborative synergist: Realize the abstract provision of multi-manufacturer controllers, cross-
domain coordination and network service capabilities within a single profession, focusing on dynamic
network resource management, business state & network atomic capability encapsulation, and business

synergy.
(3) il 28 : FH ARSI BATECE i Sems, ol o0 A URBEE R IR 55 RS

(3) Controller: Execute configurations and real-time policies within the domain and control the status
of distributed modules and services.

B =S KB . SDN/NFV SEEORR B AT A S, PR — 128 ST R G0 i St
F, THEEMER IT RG05E MZR WA B FE FR BERL & o 2k T8 AEF I = BHIRRZ D BN 1T R4
HWMEAIH R, TR 0SS RGBEW A RCL I im 2 om I 5 501 . SHIRR AL S E, JF
SEHLEB . %5 B3, —ui R ER A WSSO A E B RSS

With the continuous development of cloud computing, big data, SDN/NFV and other technology
applications, as well as the implementation and deployment of the next generation of operation support
system, China Telecom’s IT system and network will move from architecture coordination to deep
integration. Cloud resources based on general hardware will gradually become IT system and network
public carriers. Based on the next generation of OSS system, this can effectively realize end-to-end network
control, resource supply and business configuration, and elf-service, on-demand, automation, one-stop
resource supply, business loading, and self-service.
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6. %R iE/Conclusion
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The reconstruction of the network architecture will have a significant impact on the traditional
communication industry value chain. With the rapid development of Internet business and applications,
a new relationship of integration of development and operation must be formed between networks
and businesses, and the two need to form a multi-node, closed-loop interaction development, sales,
service, feedback, and maintenance mechanism to realize flexible and scalable network services. Carriers
and device providers, along with carriers and customers, will also move from the current simple “sales”
model to the futuristic “integrated innovation” and “joint development” models. In the future, the network
architecture will better support customers’ network services customization and achieve faster customer
and application response.

08 2% 2Ry B A 2 [ RS AR AS PR A M 12 13 . CTNet 202572 H FEl FELAS AR R I 28 ZE i) B Ay
Wl , s MR R BT P E B ER HESE CTNet2025 N ELBATHRALR. RS
W IRRAIE. oMb SR, IREANATFR . W, Sl B4 gz E e,
HSRESDNG NV, RS OEAR, FERRHEER SHK RS, MNaks SDN. NFV ZEhritEZH
LLITEAL X EAE, EFEE Z R EE BN BRI 2L 55 ARSI R A R .

Network architecture reconstruction is China Telecom’s fundamental and strategic innovation.
CTNet2025 is the China Telecom'’s future network architecture reconstruction vision and an important
starting point to promote the deepening transformation of businesses. China Telecom will revolve
around CTNet2025 as its main line to process technical research, system development, testing, industrial
promotion and business breakthroughs. Deeply engage in the entire network operation process in
development, testing, integration, and operations, breakthrough at key points on SDN, NFV, cloud
computing, as well as other core technologies. Research and develop key technologies and applicable
systems. Strengthen collaboration with standard structures like SDN, NFV and open source communities.
Promote a wider range of upstream and downstream industry value chains to join in on the network
business system ecological development.

HEBEREE. TRl ZoR, WRONEE, 5 EE&T7 4] CTNet2025 HISELFIAR .
China Telecom is willing to take cooperation, openness, prosperity and mutual benefit as its goal,
and work with all industry parties for a better CTNet2025 future.
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7 4gW&1E/Abbreviation

4im& 15 /Abbr. JL3LA=FK /Phase HH 3 /Chinese

ATCA Advanced Telecom Computer Architecture SO E AL ZE R
ATM Asynchronous Transfer Mode S A R

BoD Bandwidth on Demand G by

BRAS Broadband Remote Access Server VTR AN RS A
CAPEX Capital Expenditure AN E

CDN Content Delivery Network 2553 IR 2%

co Central Office ML

CPE Customer Premise Equipment B R A

CPU Central Processing Unit Hh g b 2

DC Data Center A E e SRl

DFS Depth-First-Search IR EEAR S48 R
DPI Deep Packet Inspection TR B A

EPC Evolved Packet Core Internet TEGIE A L AZ O Y

GBR Guaranteed Bit Rate PRI bR R

HSS Home Subscriber Server H &2 2 P IR 55 o
IMS IP Multimedia Subsystem IP AT RAG:
IGP Interior Gateway Protocol REEESuS

NFV Network Function Virtualization W 2% ThRE e 14k

NAT Network Address Translation WK &8 Hb J1l- 7 e

MME Mobility Management Entity B T
PCM Pulse Code Modulation JUk A G i 1

PCRF Policy and Charging Rules Function TR 55 0F 2 0 ThRE BT
PDH Plesiochronous Digital Hierarchy HER D H 7 R 50
PGW PDN GateWay PDN %55

QoS Quality of Service ke 55 ot &

OPEX Operating Expense 128 A

0SS Operation Support System BE RS

SAN Storage Area Network A7-fit 3k ) 2%

SDH Synchronous Digital Hierarchy FEZICILS

SDN Software Defined Network Bt LI 2%

SGW Serving GateWay [ ES

TDM Time-Division Multiplexing I 43 2 % 52 H

VTNS Virtual Telephone Network Service 2 ADL FEL T X 2851 55







